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Key concepts

e we are not interested in random functions
* we want to condition on the training data
* when both prior and likelihood are Gaussian, then

* posterior is a Gaussian process
* predictive distributions are Gaussian

e pictorial representation of prior and posterior

e interpretation of predictive equations
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Gaussian Process Inference

Recall Bayesian inference in a parametric model.

The posterior is proportional to the prior times the likelihood.

The predictive distribution is the predictions marginalized over the parameters.
How does this work in a Gaussian Process model?

Answer: in our non-parametric model, the “parameters” are the function itself!
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Non-parametric Gaussian process models

In our non-parametric model, the “parameters” are the function itself!

Gaussian likelihood, with noise variance o2,

P(Y|X,fs J\/[L) ~ N(f I)

11()196

Gaussian process prior with zero mean and covariance function k
p(ﬂMl) ~ 9?(1’11 = O, k):
Leads to a Gaussian process posterior

pflx,y, Mi) ~ S{P(mpo%ts kpmt)

Mpost(X) = k(x, X)[K(x,%) + 02, 171y,
Whe“{kﬁ(m(xx) Kt x') — k(x, X)K(x, X) + 02

noise

01k (x,x),
And a Gaussian predictive distribution:
P, %, ¥, M) ~ N(K(x, x) TK + 0117y,
K%y %) + Ongise — k(X X) T [K + 071 11 Tk (x4, X)).

noise
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Prior and Posterior
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Predictive distribution:

p(y*'x*jxa Y) ~ N(k(X*,X)T[K + GrzloiseH_1Y3
K(Xsy X5 ) + Uﬁoise —k(xs,x) T [K + O‘ﬁoisel]*lk(x*,x))
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Some interpretation

Recall our main result:

ol X,y ~ N(K(xs, x)[K(x, %) + 050117y,
K(X*’ X*) - K(X*,X)[K(X, X) + O—ﬁoigeH71K(X3X*))-

The mean is linear in two ways:

N N
u(xe) = k(o X)KxX) + 0ni 7Y = Y Bryn = D ank(xe,Xn).
n=1 n=1

The last form is most commonly encountered in the kernel literature.
The variance is the difference between two terms:

V() = K(xe, %) — k(x, X)[K(x,X) 4+ 020 17Tk (x, %),

the first term is the prior variance, from which we subtract a (positive) term,
telling how much the data x has explained.
Note, that the variance is independent of the observed outputs y.
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